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Johns hopkins
university was 

founded
The mascot is a 

blue jay
Blue jays are 
the mascot

Lacrosse is a 
well-known 

sport

Đại học Johns 
hopkins được 
thành lậpLinh 
vật là một con 
chim giẻ cùi 

màu xanhGiẻ 
cùi xanh là linh 
vậtLacrosse là 
một môn thể 
thao nổi tiếng
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Input: Source Sentence Input: Source Sentence

Output: Target Sentence Output: Target Sentence

Automatically Learn from Bitext Automatically Learn from Bitext

Probabilistic Translation Model One Neural Model (Probabilistic)

Probabilistic Reordering Model

Probabilistic Language Model
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0.2    0.15   0.001   0.3    …………………………………………… 0.4 

0      0         1      0        …………………………………….          0

The    and      me     for …………………………………………… </unk>

le         et       moi pour …………………………………………… </unk>
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● Create a model of language
● Frequently probabilistic/statistical
● Used for downstream tasks & predictions
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● Autocorrect
● Translation
● Speech Recognition
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● No longer need to view everything left-to-right*
● Mask out random words in a sentence, not the sequence
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● Masked Language 
Model

● Next Sentence 
Prediction
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● Robustly Optimized BERT Pretraining 
Approach

● BPE
● No Next Sentence Prediction
● Focus on Hyperparameters

Liu et al. 2019
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● 100 Languages
● RoBERTa not BERT
● Not translation (unlike XLM)

Conneau et al. 2019
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● AFAIK, first mentioned 
in XLM-R Paper

● More languages hurt 
performance

● Beneficial for Low-
Resource over High

Conneau et al. 2019



90Yarmohammadi et al. 2021

● 2 Languages
● Lan et al., 2020
● “An Empirical Study of  

Pre-trained Transformers 
for Arabic Information 
Extraction”

● Increased Performance 
on Cross-Lingual
(not multilingual) tasks
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Sutskever et al. 2014
Vaswani et al. 2017
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● Generative Pretrained Transformer
● 2048 Context Length
● 175 Billion Parameters
● DECODER

Brown et al. 2020
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● Denoiser
● Encoder-Decoder
● Lewis et al. 2020
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● Multilingual BART
● Liu et al. 2020
● 25, 50, 06 

Languages?



96

● Gopher 280 Billion
● Chinchilla 70 Billion
● LaMDA 137 Billion
● PaLM 540 Billion

https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
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98Xue et al. 2020



99Ouyang et al. 2020

Baidu
Key Insight: Back-Translation
96 Languages



100XTREME dataset (Hu et al. 2020)
http://research.baidu.com/Blog/index-view?id=151



101Joshi et al. 2019
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● Speech and 
LAnguage 
Modeling

● Bapna et al. 
2021



103Bapna et al. 2021
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