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“As shown in Figure 7a 7b, the BERT model indeed group similar embeddings into small regions in the space (the 
red, black and green clusters). However, the GPT models are assigning similar embeddings along the manifold we 
observed before. In Figure 7c 7d, the embeddings for the tokens occupy a spiral band that almost cross the entire 
space. It does not comply with the Euclidean space geometry as points in such a spiral band would not have high 
cosine similarity. A Riemannian metric must exist, such that the manifold has larger distance between two spiral 

bands, but smaller distance on the band. Note that the 3-D plots are obtained using PCA, so there is no density-based 
nor non-linear reduction involved. Therefore, the manifold structures in GPT embedding spaces are verified.”































When n = k → Identity Matrix
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Presenter Notes
Presentation Notes
 Performing Step 2 causes all off-diagonal entries of the covariance matrix of XT to vanish, which allows us to ignore off-diagonal elements for the rest of the computation.
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