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• RNN + Attention Recap
• Convolutional Neural Net
• How it works in encoder/decoder
• CNN + Attention

• Transformer





Recurrent Neural Network



Recurrent Neural Network







RNN’s Issue: Vanishing Gradient

• Mitigation:
• GRU
• LSTM



RNN with Attention

• Luong et al 2015
• Encoder-Decoder Attention



RNN with Attention

• Luong et al 2015
• Encoder-Decoder Attention







RNN’s issue: SLOW

Alternative Sequence Modeling
• Convolutional Neural Networks
• Transformer (Self-Attention)

Encoder: parallelized computation
Decoder: parallelized during training, autoregressive during inference



ConvNet for 2D Images



ConvNet for Seq2Seq (Encoder)





ConvNet with Attention
• Gehring et al. 2017
• Encoder:
• Padding from left and right (keep seq-len)
• Parallel computation 



ConvNet with Attention
• Decoder:
• Autoregressive
• Stacking of feed-forward net as decoding is processed





ConvNet with Attention

• Encoder-Decoder
• Attention is the simple dot product



Transformer

Jay Alammar https://jalammar.github.io/illustrated-transformer/

1. Self-Attention and Encoder-Decoder 
Attention
2. Multi-Head Attention
3. Positional Encoding/Embedding

https://jalammar.github.io/illustrated-transformer/


Transformer



Transformer Encoder Attention











Transformer Decoder
• Self-attention with mask
• Encoder-Decoder Attention

• Query is from decoder
• Key and Value are from Encoder





Positional Embedding



Positional Embedding



Positional Embedding

https://github.com/jalammar/jalammar.github.io/blob/master/notebookes/transformer/transformer_positional_encoding_graph.ipynb


